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	Description
	The non-partisan civic group Vote 2002 Campaign ran a get-out-the-vote initiative to encourage voting in that year’s US congressional elections. In the 7 days preceding the election, Vote 2002 placed 60,000 phone calls to potential voters, encouraging them to “come out get out and vote” on election day.  Vote 2002 wants to know if the program worked. But what does it mean to say a program worked? How can the impact be estimated?

	Learning Objective


	To explore the problem of causal inference, and the various ways of estimating the impact of a program using comparison group designs. 
To introduce the concept of selection bias and how comparison group designs are only as good as their ability to get rid of selection bias 

To show how random assignment gets rid of selection bias

	Subjects covered
	Causality, counterfactual, impact, comparison groups, selection bias, omitted variables, randomization, equivalence and comparability


The main goal of impact evaluation is to estimate what would have happened in the absence of the program.  A number of methods have been used to estimate the counterfactual, and to understand why experimental designs are the gold standard, we must understand the shortcoming of other approaches. This case tries to do that. 

Reflexive Designs

The case does not explicitly deal with pre-post designs, where you observe the same participants before and after the program. That is, there is no comparison group in this case, you just observe the participants first without and then with the program, and can use the participants pre-program as comparison for themselves post-program.  
But you may have to explain to someone in your group why simple observation is not enough, why you need a contemporaneous comparison group. 

Contemporaneous comparison group designs solve three problems—maturation, secular trends, and regression to the mean. 

You can use the example of a youth vocational training program, whose object is to help people acquire skills and improve their employable. The outcome of interest is post-program employment. Or you can use an after school program to improve reading.
(1) Maturation
Some of the participants would eventually acquire skills and find jobs simply as a natural part of growing up. The reading skills of children who stay in school do generally improve as they grow older. If we simply compared employment status and reading ability of the same people before and after the program we would erroneously attribute the effects of this maturation to our program. 
(2) Secular trends

Outcomes of participants improve when the outcomes of everyone in the district or the country improve. So if the economic situation in the country improves, then some of the youth would have found jobs anyway, program or no program. And if the school district gets richer and parents spend more time reading to children at home or they can now afford those “Baby Einstein” kits, then reading would improve program or no program. If we simply compared pre and post outcomes we would erroneously impute the effects of the general improvement to our program. 

(3) Regression to the mean 

People often join the program when their outcomes are lower or higher than normal. If there are lower they are likely to rebound toward the average; if higher they are likely to fall towards the average. So the child who scores a zero on the pretest is likely to get a higher score at the posttest; and the one who scores a 100 is likely to score lower. So, even without the program the outcome measures of people tend gravitated toward the average. If we did a simple pre-post comparison, we would attribute this rebounding to our program.

When you have a comparison group you have a group of people that would have experienced similar maturation, faced a similar history (secular trend), and would also have regressed to the mean, so you solve these three problems. 
Method 1: Using a simple difference

	Discussion Topic 1: Using simple differences: comparing voter turnout among the “reached” and “not reached”

	Method 1: Comparing voter turnout among reached and not reached. Assume the 25,000 households who received the call constitute the participant group and the 35,000 households who were called but not reached represent the comparison group. If you want to see what the impact of receiving a call has on voter turnout, you could check whether those who received the call were more likely to vote than those who did not receive the call. Estimate impact by comparing the proportion of people who voted in the treatment group and that of the comparison group, as shown in the following table: 

	
	
	Voter turnout by group
	Impact Estimate
	

	1. 
	
	Reached 
	Not reached
	
	

	2. 
	Method1: Simple difference
	64.5%
	53.6%
	10.8  pp*
	

	
	
	

	
	Discuss whether this method gives you an accurate estimate of the effect of the program. What might be the possible sources of biases? In other words, what is likely to make the comparison group a poor approximation of the true counterfactual?

	No, the estimate is unlikely to be accurate because of selection bias (see below). 

The question is whether or not there are systematic differences between the reached and not reached. “Systematic differences” means any differences that are larger than might be expected on the basis of sampling error.



	There are many (see Table in Discussion Topic 2. Some examples:

(1) Who was more likely to be home when Vote 2002 placed the call? 

People that do not work, the elderly, stay-at-home mums and stay-at-home dads, people from large households, etc. These people were also more likely to have gone out and voted on Tuesday anyway.

(2) Who was more likely to stay on the phone and hear the “encouragement” out? 

People that care about the issues, people that have much time on their hands (same group as above), people that feel some civic responsibility, people from a competitive district. These people were more likely to have gone to vote anyway



Selection Bias

The following is excerpted from Orr (1998) 

“The comparison group design is based on the assumption that program participants would have experienced the same change in outcomes as the comparison group had they not gone through the program. Estimates based on comparison group designs are only as valid as that assumption. And ultimately, one can never be sure how valid that assumption is because it is a statement about something that is inherently unobservable—the experience of the program participants if they had not entered the program.”
“What we do know is that the participants were either self-selected or selected by somebody else to go into the program, whereas the comparison group members were not. Unless those selection decisions were totally random, this means that the two groups differ in some way. If the difference(s) that led one group to be selected for the program and the other not to be selected also lead to differences in the outcomes of interest, the comparison group design will erroneously attribute those differences in outcomes to the impact of the program.”
“Such errors in attribution are termed ‘selection bias.’ ”

“Selection bias encompasses any differences between the program participants and the comparison group that affect the outcomes of interest. Suppose, for example, that a comparison group for the participants in a job training program is selected from communities where the program is not conducted. Differences between the labor markets in the program communities and the comparison communities may cause the employment and earnings of the comparison group either to overstate or to understate what would have happened to the program participants in the absence of the program.”
Method 2: Using multivariate regression to control for inherent differences 

With multivariate regression, you do a ceteris paribus experiment. You identify possible factors and then you estimate the impact while holding them constant. 
A way to explain this, then, is to say, you think of as many factors as you can and then this method is a way of parceling out the observed effects of the program to as many factors as possible. Multivariate regression says how much of the observed effect is due to each of these other factors and what is due to the program. 

How accurate the estimation is depends on what you have included in the regression and what you have omitted. The method suffers from omitted variable bias. 

	Discussion Topic 2: Using multivariate regression

	1. 
	Why do you think the estimated impact using method 2 is lower than the 10.8 pp impact you estimated using method 1?

	Method 1 attributed all the difference to a single factor—the program—whereas Method 2 parcels the effects out among the various possible factors that we could measure. 

	2. 
	Can you overcome the problems of method 1 by taking a random sample from the participant group and a random sample from the comparison group?

	It seems evident there is selection bias because the groups are not equivalent; some of the differences in the characteristics of the reached and the not reached are large and significant. 

So: No, taking a random sample would not help, since the selection bias is inherent in how the groups were selected to start with. If for example, the “reached” comprised only the elderly and the “not reached” all the newly registered high-school students that were not at home when the call was placed, it does not help to take a random sample of each, you are still on average comparing retired 65 years olds to 18 year olds. There are still systematic differences, which can account for differences in voter turnout between the groups.    

	3. 
	Using the data described above, can you think of more convincing methods to estimate the impact of the Vote 2002 campaign?

	“Data described above” refers to this: “They also had data on the voter’s age, gender, household size, whether the voter was newly registered, which state and district the voter was from and how competitive the previous election was in that district, and whether the individual had voted in the past. Afterwards, from official voting records, they were able to determine whether, in the end, the voters they had called did actually go out and vote.” 

In particular you know past voting behavior and can use this to approximate the trend. This was not included in the regression above and including it could improve estimates. 
Remember that “The comparison group design is based on the assumption that program participants would have experienced the same change in outcomes as the comparison group had they not gone through the program. Estimates based on comparison group designs are only as valid as that assumption.” 

If you have panel data you can to some extent account for what the comparison and the participant would have experienced, since past voting behavior is not a bad predictor of voting behavior in each of the groups. (see method 3) 


Method 3: Using panel data—tracking the same people over time
	Discussion Topic 3: Using panel data 

	1. 
	How can these data on past voting behavior be used to improve your analysis?

	You can do a difference-in-difference estimation. The difference in 2002 is 10.8pp, it was already 8.3pp in 2000, so the program effect can be measured as 10.8 – 8.3 = 2.5 pp.

That’s not great though – it seems like the gap between the reached and not-reached was reducing. Possibly the gap would have reduced even further in the absence of the Get out the Vote campaign. So possibly the gap would have been only 8pp or 7.5pp in 2002, and therefore the true effect might be greater than 2.5pp.

	2. 
	Given the information on Table 3, would you expect that controlling for past voting behavior in method 2 would result in a higher or lower estimate of the impact of the Vote 2002 campaign on voter turnout than the 6.1 pp found without controlling for it?

	Lower, since the “reached” have a higher voting rate at baseline.


Method 4: Using matching

One can, of course, attempt to match the comparison group to the participants in terms of such personal characteristics as age, race, gender, prior employment experience or grades (depending on the nature of the experiment), and/or environmental characteristics such as the local unemployment rate or rural vs. urban setting. Comparison groups are sometimes drawn from national survey data bases like the Current Population Survey or the decennial Census, using such matching techniques. But one can only match on measured characteristics. If the two groups differ in unmeasured characteristics, such as motivation or native ability, their outcomes may differ for reasons that have nothing to do with the program.
	Discussion Topic 4: Exact Matching

	1. 
	Assess whether it is reasonable to expect that the impact estimated using this method represents the true causal effect of Vote 2002 on voter participation.

	You only match on observables.  What about those unobservables? Political motivation, sense of civic responsibility, prejudice for or against the candidates, etc.


Method 5: Using randomized experiments 

The following is excerpted from Orr (1998) 

“The central problem in measuring the impact of a program is that we cannot observe what the participants’ outcomes would have been in the absence of the program. We can try to represent those outcomes with those of a comparison group, but if there are systematic differences between the comparison group and the participants that affect the outcomes of interest, impact estimates based on the comparison group will be biased.

Random assignment offers a way to create a comparison group that is not systematically different from the participants—i.e., one that is not subject to selection bias. If assignment to the program or to the comparison group is completely random, then selection into one group or the other is by definition unrelated to any characteristic of the individual— and therefore to the individual’s subsequent outcomes. Thus, any systematic differences in post-random assignment outcomes between the two groups can confidently be attributed to the experimental program.

Random assignment means assignment of individuals to groups on the basis of a random event, such that each individual has a specified probability of being assigned to each group. The random event can be as simple as the flip of a coin—if the coin comes up heads, the individual is assigned to the treatment group; tails, he or she is assigned to the control group. In this case, each individual would have a 50 percent chance of assignment to each group and, if large numbers of applicants are randomly assigned, the total sample will be divided approximately evenly between the two groups. In practice, random assignment is usually based on specially designed tables of random numbers or computer algorithms that generate random numbers. Whatever method is employed, the important thing is that each individual have a specified probability of being assigned to each group and that the assignment itself be made by chance alone.”
It is important for the participants to recognize “random” assignment does not simply mean haphazard or arbitrary assignment. That, in practice, great care must be taken to ensure that each individual assigned has the prescribed probability of assignment to each group. 

	Discussion Topic 5: Randomized Experiment

	1. 
	Notice that the two groups look very similar. Is this what you would expect?

	Yes, this is what you would expect given random assignment. Random assignment gives you equivalence between the groups at the start of the program. 

	2. 
	Notice that the impact estimates are not statistically significant. This result is different than those obtained with the previous methods. How do you explain this difference in results?

	There must have been unobservable characteristics that explained why the “reached” voted more, independently of the Get out the Vote Campaign. That is, there was a selection on unobservables, a selection bias we could not control for in any way but randomization.

	The estimates before did not account for selection bias, so they attributed differences in outcomes due to inherent differences between the two groups to the program.


Do Phone Calls to Encourage Voting Work?


Why Randomize?
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